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In this work a new approach for CFD RANS modelling of dispersion of airborne point source releases is
presented. The key feature of this approach is the model capability to predict concentration time scales
that are functions not only of the flow turbulence scales but also of the pollutant travel time. This approach
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eywords:
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oncentration fluctuations

has been implemented for the calculation of the concentration fluctuation dissipation time scale and the
maximum individual exposure at short time intervals. For the estimation of travel time in the Eulerian
grid the new ‘radioactive tracer method’ is introduced. The new approaches were incorporated in the
CFD code ADREA. The capabilities of the new approaches are validated against the Mock Urban Setting
Trial field experiment data under neutral conditions. The comparisons of model and observations gave
ndividual exposure
urbulent time scales

quite satisfactory results.

. Introduction

One of the key problems in coping with deliberate or acciden-
al atmospheric releases of hazardous materials is the ability to
eliably predict not only the concentration levels but also the max-
mum individual dosage for a given time interval [1]. This is justified
y the fact that the health effects are dependent not only on the
agnitude of the pollutant concentration, but also on the duration

hat the individual is exposed to the high concentration. Therefore,
or the assessment of health effects, it is more appropriate to use
he dosage, defined as the integral of the concentration over the
ime interval under consideration. Furthermore due to the stochas-
ic nature of turbulence, the actual concentration, and therefore
he actual dosage, at a particular sensor downstream of the source
re unknown. The actual dosage at this sensor is expected to lie
ithin a certain range the top of which is termed as the maxi-
um expected dosage. Therefore it is more realistic to utilize the
aximum expected dosage rather than the actual one.
The usual methodology to predict the maximum expected con-

entration/dosage is of probabilistic nature and uses prescribed
oncentration probability density functions (PDFs) and confidence
imits [1]. On the other hand the peak concentration values are

xpected to be finite [2]. This property in connection with the fact
hat the probabilistic results are very sensitive to the selected confi-
ence limits, makes the deterministic models more attractive than
he probabilistic ones.

∗ Corresponding author. Tel.: +30 2461056127; fax: +30 2461021730.
E-mail addresses: gefthimiou@uowm.gr,

fthimiougeorgece@gmail.com (G.C. Efthimiou).
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© 2011 Elsevier B.V. All rights reserved.

Recently, Bartzis et al. [1] have inaugurated an approach relating
individual maximum dosage during a time interval �� to param-
eters such as concentration variance and the turbulence integral
time scale i.e.

Dmax(��) = C̄

[
1 + bI

(
��

Tc

)−n
]

�� (1)

Dmax(��) is the peak dosage, C̄ is the mean concentration, b
and n are constants that can be estimated experimentally, I is the
turbulent fluctuating intensity and Tc is the autocorrelation integral
time scale of concentration:

I = �2
c

C̄2
, �2

c = C ′2 and Tc =
∫ ∞

0

R(�)d� (2)

where R(�) is the concentration autocorrelation function and C ′2 is
the concentration variance.

The need for the estimation of such parameters poses new chal-
lenges to modelling capabilities. On the other hand the fact that
such releases can happen in complex urban environments poses
further difficulties to the whole modelling methodology. For ter-
rains of high complexity it is common to use CFD (Computational
Fluid Dynamics) models either LES (Large Eddy Simulation) or RANS
(Reynolds Averaged Navier-Stokes) that can treat complex geome-
tries in a more straightforward way. For practical problems the
selection of a RANS model in many cases can be the desirable
approach since the computer requirements for such models are

much less compared to LES models.

CFD RANS models have been widely utilized in the past to esti-
mate mean concentrations from point sources in complex terrains
(e.g. [3–5]). The turbulence closure in most of those models is based
on the concept of eddy viscosity/diffusivity.

dx.doi.org/10.1016/j.jhazmat.2011.01.120
http://www.sciencedirect.com/science/journal/03043894
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In RANS modelling using the viscosity/diffusivity approach, the
ransport equation of the mean concentration is usually expressed
s follows:

∂

∂t
(�C) + ∂

∂xi
(�uiC̄) = ∂

∂xi

[
�(D + Kci)

∂C̄

∂xi

]
+ Qc (3)

here ui are the mean velocity components, D is the molecular
iffusivity of the pollutant, C̄ is the mean concentration and Qc is
he pollutant sources/sinks.

In the most advanced models – the so called two equation mod-
ls – the eddy diffusivity vector Kci is simplified to a scalar Kc and
s approximated by relations of the type:

c ∝ km�n (4)

here k is the turbulent kinetic energy and � is another turbu-
ent parameter directly or indirectly related to turbulent length
cale and/or k. Both parameters are computed from the relevant
ransport equations. The exponents m and n are derived from non-
imensional analysis.

In the standard two equation turbulent model the parameter �
s defined as the turbulence energy dissipation ε (e.g. [6]).

Concerning atmospheric flows the standard k − ε model has
een applied successfully in a number of local scale problems such
s street canyons, flows over buildings etc. (e.g. [7–9]). However
n flows where the domain of interest exceeds the atmospheric
urface sublayer, this model proved to be not appropriate without
odifications (e.g. [10–14]). Therefore Bartzis [15] has proposed

he k − 	 model which can be implemented to the whole boundary
ayer [15,16]. The parameter 	 stands for the turbulence integral

avenumber (i.e. the inverse length scale). This new model is able
o perform satisfactorily in the whole atmospheric layer. More
etails of the model are given in [15].

In k − 	 the eddy diffusivity is given by the relationship:

c = 1
�c

c
k1/2	−1 (5)

here �c is the Schmidt turbulent number equal to 0.74 for neutral
onditions. The constant c
 is equal to 0.1887 as has been calculated
n Bartzis [17] from the near wall one-dimensional flow. This same
alue has been used in the present simulations.

Concerning the concentration fluctuations, in the recent years
ttempts have been made to estimate the concentration variance
y utilizing CFD RANS methodologies (e.g. [18,19]). The typical for-
ulation of the relevant transport equation is as follows:

∂

∂t
(�C ′2) + ∂

∂xi
(�uiC ′2) = 2�Kci

(
∂C

∂xi

)2

+ ∂

∂xi

[
�(D + Kci)

∂C ′2

∂xi

]
− 2�D

∂C ′

∂xi

∂C ′

∂xi
(6)

here C′ is the concentration fluctuation and C ′2 is the concentra-
ion variance.

Concerning the last term in Eq. (6), which is the dissipation rate
f concentration variance, the usual modelling approach is to corre-
ate it with the concentration variance and a dissipation time scale
dc [20]:

∂C ′

∂x

∂C ′

∂x
= C ′2

T
(7)
i i dc

A considerable amount of work exists in the literature concern-
ng the modelling of Tdc (e.g. [9,18–20]). In the two equation models
dc is usually scaled by the relevant turbulent parameterization
pplying dimensional analysis. In the study of Efthimiou et al. [21]
rdous Materials 188 (2011) 375–383

the turbulent modelling approach for Tdc using the k − 	 turbulence
model was expressed as:

Tdc = cdc k−1/2	−1 (8)

The constant cdc is equal to 3.05 as has been calculated in
Efthimiou et al. [21] from sensitivity simulations of the MUST
experiment. This value has been used in the present simulations.

The above mentioned CFD RANS methodology creates some
question about the model reliability near the source. Taylor [22]
has already pointed out that turbulent diffusion differs in the near
and the far regions from a continuous point source. In the proxim-
ity of the source, fluid particles retain the memory of their initial
turbulent environment [23]. For long travel times, this memory is
lost, and particles follow mainly the local properties of turbulence
[24]. From a theoretical point of view the concentration turbulence
parameterization in general is always affected by the travel time of
pollutant especially near the source (e.g. [23,25–28]). On the other
hand, according to the author’s current knowledge based in the
open literature, the travel time effect on the concentration turbu-
lence parameterization has not been taken into consideration on
the complex Eulerian CFD modelling. The innovation of the present
study is to introduce in such models the effect of the travel time
in the turbulence time scales Tc and Tdc. It is noticed that in the
present work the whole model validation has been restricted to
neutral atmospheric conditions.

2. The present methodology

In the present methodology the transport Eqs. (3) and (6) are
considered valid predicting the mean concentration and the con-
centration variance field respectively. The individual maximum
exposure is given by Eq. (1).

Following Bartzis [15] the turbulence closure is based on the
eddy viscosity concept and the two equation k − 	 model.

The overall approach has been incorporated to ADREA code
[29]. ADREA is a three dimensional RANS CFD code. The turbulence
closure modelling is limited for now to eddy viscosity/diffusivity
concept. Anisotropic effects are also included. Zero, one and two-
equation schemes are available. ADREA utilizes a finite volume
methodology for the numerical solution of the conservation equa-
tions, with a staggered grid for the velocities. It is fully implicit
in time while it uses second order scheme for the convective
terms. The SIMPLER/ADREA algorithm is adopted, which consists
of transforming the mixture mass conservation equation into a full
pressure equation, overall solution per time step by an iterative
procedure, solution per variable by the various numerical methods
including Biconjugate Gradient Stabilized Method [30] and auto-
matic time step selection based on convergence error bands. The
equations are solved on a Cartesian, non equidistant grid.

2.1. The time scales

Let us assume stationary turbulence and the von Karman distri-
bution for the frequency spectrum of the wind speed u [31]:

n Su(n)

�2
u

= 0.58nT0

[1 + 1.49(n T0)2]
5/6

(9)

where Su(n) is the power spectrum of u and �2
u is its variance.

T0 is the ‘resonance’ time scale i.e. the time scale corresponding

to the frequency of the peak spectral value.

Experimental evidence has shown that for well mixed condi-
tions the velocity’s and concentration’s frequency power spectra
profiles have the same form [32]. In this case the autocorrelation
integral time scale of concentration (Tc) can be represented by Tu.
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ig. 1. Derivation of the parameter cu for Eq. (12). Axis x is the pollutant travel time
s has been estimated by ADREA code and axis y is the experimental autocorrelation
ntegral time scale of concentration (trials MUST T-11, T-12).

t can be proved that Tu is linearly related with the resonance time
cale T0 [33]:

u = 0.146 T0 (10)

Based on the abovementioned discussion, it is reasonable to
ssume that when the receptor is getting very close to the source,
he resonance time scale to be dominated by the pollutant travel
ime (Ttravel) i.e.

0 ≈ Ttravel (11)

f this is the case one has to examine whether a relationship anal-
gous to Eq. (10) is valid:

c ≈ cu Ttravel (12)

nd that the analogy constant cu is of the order of magnitude of the
heoretical one (0.146).

In order to prove the validity of Eq. (12) and to have a first
stimate at the same time of the proportionality constant cu the
ata of the MUST (Mock Urban Setting Trial) field experiment has
een exploited [34,35]. The MUST is an experiment in real field, flat
errain, with a regular array of 120 obstacles (will be described ana-
ytically in Section 3). The relevant dataset includes two trials (T11
nd T12) corresponding to neutral atmospheric conditions and con-
ains high resolution concentration time series (�� = 0.01–0.02 s)
rom 72 sensor measurements for each trial. Fig. 1 shows the exper-
mental Tc (estimated by Eq. (2)) versus the pollutant travel time
travel (estimated by the ADREA code as will be described in Section
.2) for the above mentioned sensors. Despite the data scattering a

inear correlation between Tc and Ttravel is clear with cu value equal
o 0.11. The linearity of the data and as a result the validity of Eq.
12) is supported also from the fact that the parameter b from the
eneral formula of the straight line y = ax + b was found to be very
lose to zero (=0.34), with a proportionality constant a equal to 0.1
nd a nearly same correlation coefficient R2 ≈ 0.3. The implementa-
ion of the same fit (y = ax + b) to every trial of MUST separately gives
he parameter b close to zero and the constant a close to cu with an
ncertainty ±2%. For this uncertainty of the constant cu the sensi-
ivity studies that performed have shown negligible differences on

he results.

It was interesting to find out that the experimental cu value is
lose to the theoretical one (=0.146) a fact that clearly supports
he validity of the assumption (11). It is noticed that for more pre-
ise values further experimental evidence is needed. It should be
Fig. 2. Derivation of the parameter ch for Eq. (14). Axis x is the model zk−1/2 and axis
y is the experimental autocorrelation integral time scale of velocity (trials MUST
T-11, T-12).

added here that the Ttravel dominance over T0 in each individual
sensor is difficult to check and this could explain the relatively high
scattering of the data.

These results and the previous discussion allow us to propose
the following simple relationship – as a first order approximation
– for the autocorrelation time scale of concentration:

Tc = min(cu Ttravel, Tu) (13)

Based on the above analysis the proposed value of cu is the one
obtained from the experiments i.e. cu = 0.11.

Tu is the hydrodynamic autocorrelation time scale, which in the
current work is derived by applying k − 	 parameterization i.e.

Tu = chk−1/2	−1 (14)

The value of ch constant is also expected to be derived from
experimental evidence. It has been estimated from the present
MUST hydrodynamic data for both trials. In Fig. 2 the experimental
Tu is plotted against the parameter zk−1/2. The data considered, refer
to sensors that are well within the atmospheric surface (maximum
height 16 m) layer and sufficiently far from the ground obstacles
(minimum height 4 m). In this case it is expected 	 ≈ 1/z. Fig. 2
shows the strong correlation of Tu with the vertical distance z as
expected. The linear best-fit suggests ch = 0.95. Due to the small
number of data in Fig. 2, the authors considered that it was impor-
tant to perform a sensitivity study for the constant ch by using
values based on the 95% confidence bounds of the prediction of ch
(from a lower bound 0.8 to a higher bound 1.2) and negligible dif-
ferences in the results have been observed. The same sensitivity
study for this parameter had been performed also in the simu-
lations of the paper [16] and the same conclusions were drawn.
So for modelling purposes the selection of values of ch ≈ 0.8–1.2 is
generally acceptable. In this study ch was set equal to 1.0 in the mid-
dle of this range. It is noticed that for more precise values further
experimental evidence is needed.

Concerning the dissipation time scale utilized in Eq. (8) it is
plausible to scale it with the autocorrelation time scale Tc i.e.

Tdc = cdTc (15)
The value of the constant cd for the well mixed conditions can
be derived from Eqs. (8) and (14):

cd = 3.05 (16)
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Table 1
MUST experimental characteristics of the selected trials.

Experiment Trial 11 (200 s) Trial 12 (200 s)

Tracer Propylene (C3H6)
Configuration Complex terrain
Release duration 15 min
Release rate (Qsource) 0.00457 kg s−1

Source area 0.00196 m2

Ambient temperature ≈31 ◦C
ig. 3. Comparison of the pollutant travel time between the physical law x/U and
q. (18) along the plume centerline.

.2. The travel time

The travel time in Eulerian models is not straightforward. In
his work a new method is introduced to estimate pollutant travel
ime, the so called ‘radioactive tracer method’. Two passive tracers
re released simultaneously from the same pollutant source with
he same release rate conditions equal to the experimental one. The
racers are released from the same source in order to ensure that the
ravel time is exactly the same for both tracers. One of the tracers is
nert whereas the other one is considered ‘radioactive’ with a decay
onstant � [s−1]. For the radioactive pollutant the source term Qc

n Eq. (3) is given as follows:

c = −�C (17)

In a receptor point the concentration of the radioactive tracer is
xpected to be lower than the concentration of the inert tracer. The
ifference is due to the fact that the radioactive tracer experiences
decay due to radioactivity directly dependent on the time passed
etween its generation time in the source and its arrival time at the
eceptor. In mathematical terms, let C0 and C be the concentrations
f the inert and radioactive tracer respectively. The travel time then
s given by the relationship C/C0 = e−�Ttravel or:

travel = − 1
�

ln
C

C0
(18)

The concentrations C and C0 are obtained by solving the respec-
ive transport equations of type (3) for the two tracers. It is noticed
hat in general, the concentration in a particular sensor is built by
ollutant material coming from various paths (especially in wake
egions) with different travel times. The value in Eq. (18) represents
n average value of these travel times.

A validation of this methodology has been attempted in an ideal
roblem of a point source in an infinite medium with uniform veloc-

ty U and constant diffusivity Kc. For such a problem the travel time
t the plume centerline is equal to x/U: where x is the distance from
he source along the centerline.

For the numerical simulation of the problem the following rea-
onable values are selected for the input parameters: U = 5 ms−1,

2 −1 3 −1

c = 5 m s and Qsource = 1 m s .

The source height is taken arbitrarily at 7.5 m above the ground.
he decay constant was set equal to 1 × 10−4 s−1. The calculations
ave been obtained by 88 × 88 × 38 grid with uniform grid size in

ateral directions dx = dy = 5 m and in vertical direction dz = 1 m.
Surface roughness 0.045 m
Average wind speed (Vh) 7.93 m s−1 (at

4 m height)
7.26 m s−1 (at
4 m height)

The results are presented in Fig. 3. It is obvious that the present
method predicts perfectly the travel time along the centerline
which is a strong indication of its validity.

3. The present validation studies

In the present work Trials 11 and 12 of the MUST field experi-
ment [34,35] have been considered for model validation due to the
fact that they correspond to neutral conditions. The experimental
characteristics of these trials are given in Table 1.

The MUST experiment, Trials 11 and 12, is a well established
experiment with high quality concentration and meteorological
measurements. The MUST experiment took place at the Horizontal
Grid on the U.S. Army Dugway Proving Ground, located in the Great
Basin Desert of northwestern Utah during September 2001 [34,35].
A total of 120 standard size shipping containers were set up in a
nearly regular array consisting of 12 rows of 10 obstacles, covering
an area of around 200 by 200 m. Each obstacle was a standard ship-
ping container of width 12.2 m, length 2.42 m, and height 2.54 m. At
a position near the center of the container array, a so-called VIP van
was used, serving as collection point for sampled wind and con-
centration data. The size of the VIP van differs significantly from
the size of the surrounding conex containers. A schematic diagram
of the MUST array as well as the locations of the concentration
instruments can be found in Yee and Biltoft [35]. Tracer gas was
measured from 48 fast-response photoionization detectors (DPIDs)
and 24 Ultraviolet Ion Collectors (UVICs). In this study for both trials
a period of 200 s from the concentration time series was selected for
the calculation of concentration statistics corresponding to neutral
conditions. This period was originally chosen by Yee and Biltoft
[35] and was primarily based on the stationarity (i.e. speed and
direction) of the wind over the period.

3.1. The MUST simulations and results

3.1.1. The numerical simulations
In Fig. 4, the computational domain for the Trials T11 and T12

MUST simulations is presented. The total size of the domain was
274 m in the streamwise direction (x), 299 m in the spanwise direc-
tion (y) and 32 m in the vertical direction (z).

The discretization of the computational domain was
170 × 99 × 44 hexahedral cells. The minimum/maximum sizes
of the discretization cells along x-, y- and z-directions were taken
1.2/6.48 m, 2.5/6.59 m and 0.32/1.57 m respectively.

The simulations were performed in two steps. In the first step
the one-dimensional equations in the vertical direction were solved
in order to obtain the vertical profiles of velocity, turbulent kinetic
energy and wavenumber 	. The selected incident wind direction

◦
was nearly −41 for both trials, relative to the x-axis, and as a result
the equations for both the u and v velocity components had to be
solved. The computational grid consisted of 267 grid points (first
cell-centre distance from the ground ≈0.159 m) and extended up
to nearly 4000 m. The ground surface was treated as rough wall,
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Fig. 5. Horizontal plane of the pollutant travel time at the height of 1.8 m for trial
Fig. 4. The computational domain of the MUST T-11 and T-12 simulations.

sing the standard wall functions with the experimental rough-
ess length z0 = 0.045 m. At the top of the domain (4000 m) the
eostrophic wind components Ug and Vg were given as input to the
odel and their selection was made in order to obtain the velocities
and v in agreement with the experimental ones at particular mea-

urement heights. Also the Coriolis parameter f was used as input
or the calculations based on the latitude of the MUST experiment
Utah, USA).

In the second computational step the full three-dimensional
ow and dispersion calculations were performed using as initial
nd boundary conditions the profiles obtained from the first step
p to the height of 32 m. These vertical profiles were kept con-
tant at the two inlet lateral planes of the domain i.e. the −x and
y planes (Fig. 4). At the other two lateral planes of the domain
+x and −y planes), outlet boundary conditions were imposed.
he −z plane (ground surface) was treated as rough wall with the
ame roughness length (z0 = 0.045 m). The buildings were treated as
ough walls with a very small roughness length (z0 = 10e − 05 m). At
he top of the domain, symmetry boundary conditions were used.
oncerning the pollutant source, it has been modeled by an irreg-
lar surface that has been placed inside the computational domain
t the same location and height with the experiment. The area
f the surface, the release rate and the physical properties of the
ctual pollutant (propylene) were the same as for the experiment
Table 1). The second computational step was treated as a true
ransient state problem. The total calculation time was selected
s large as possible in order for the pollutants to cross the entire
omputational domain.

The calculated three-dimensional fields of pollutant mean, vari-
nce and maximum mass fractions were first transformed to ppm
o be comparable with the experimental data. Subsequently they
ere interpolated to obtain the values at the exact locations of the
PID and UVIC measurements. All model results and experimental

easurements have been normalized according to the following

quation:

∗ = CVhH2

Qsource
(19)
MUST-T12, showing the evolution of the travel time away from the source as well
as the deflection of the travel time centerline direction (red line) from the inflow
wind direction (black line). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of the article.)

where C is the computed or measured concentration in ppm, Vh
is the mean horizontal speed at the 4 m level of the upwind mast,
H is the height of the containers equal to 2.54 m and Qsource is the
release rate of propylene (Table 1).

3.1.2. Travel times
In Fig. 5 the 2D field of the travel time model is presented for

Trial 12 on an horizontal plane at the height of the source 1.8 m. It is
obvious that the evolution of the travel time is logical away from the
source i.e. lower near the source and greater far downstream. Also
it is interesting to observe how the particular building arrangement
deflects the travel time centerline (red line) relative to the inflow
wind direction axis (black line, −41.2◦) as expected.

3.1.3. Mean concentrations
Fig. 6a and b displays the scatter plot for the mean arc-maximum

concentrations for Trial 11 and Trial 12 representing two well
defined neutral cases. In this study the arc-maximum is defined
as the maximum observed value of a sensor among sensors that
line up on the same horizontal line (see Fig. 1 in Yee and Biltoft
[35] for the arrangement of the four horizontal lines). The compar-
ison between the observations and the predictions is performed for
these particular sensors. It is noticed that the maximum arc con-
centrations are of main concern in exposure assessment. For both
trials the results are very good and all lie within a factor of two of
observations, an ideal fact for field experiment validation compar-
isons. The concentration at the first sensor nearest to the source
is slightly overestimated. This tendency is reversed for the lower
values, which are closer to the 1:1 line.

Also in order to evaluate the total performance of the mean con-
centration model, validation metrics have been used. These are the
fractional bias (FB), the normalized mean square error (NMSE) and
the factor of two of observations (FAC2) [36]. It should be noted
that for the calculation of these metrics only pairs for which the
observed measurements were non-zero have been selected. The

results for the mean concentration validation metrics of Trial 11
and Trial 12 are presented in Table 2. The sensor results have been
grouped in two sets. For each trial the first set consists of 30 sen-
sors that were placed near the ground on an array of four horizontal
lines [34,35], where the human exposure is more direct. The sec-
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ig. 6. Comparison of the mean arc-maximum concentrations between MUST obse
or (a) Trial 11 and (b) Trial 12.

nd set consists of 52 sensors and contains the first set (30 sensors)
nd 22 sensors that were placed on vertical towers. The second set
ives the model overall performance.

Concerning the model performance with regards to metrics, the
OST 732 guidelines [36] require the following quality acceptance
riteria: FAC2 > 50%, |FB| < 0.3 and NMSE < 4 for mean concentra-
ions. It should be noticed also that normally someone expects
he field predictions to be worse than the wind tunnel predictions
ecause the hydrodynamic and turbulent field in a wind tunnel is
etter defined especially in terms of inlet and boundary conditions.

In case of Trial 11, the FAC2 is relatively high for the near ground
easurements (60%), indicating that the model predicts well the

bserved mean concentrations. Also the FB and the NMSE values
−0.08 and 0.35 respectively) indicate that the model gives a small
ver-prediction and scatter of the observations respectively. Over-
ll all the metrics for the near ground measurements fulfil well the
uality acceptance criteria. Concerning the total measurements, it

s obvious that the FAC2 is slightly below the limit (48% < 50%), while
cceptable values for the NMSE (0.69) and the FB (−0.24) have been
alculated.

In case of Trial 12, the results are very good both for the near
round measurements and the total measurements. It is worth to
otice that for the near ground measurements the FAC2 is equal
o 89% which is a very good result for a field experiment valida-
ion study. The scatter is similar to Trial 11 (NMSE = 0.33) while
he FB value (−0.22) indicates that the model over-predict more
he observations than Trial 11. Totally for all the measurements
he model predicts very well the observations (FAC2 = 70%) with a
mall scatter in the data (NMSE = 0.42) and a small over-prediction

FB = −0.19). Overall all the metrics of Trial 12 fulfil the quality
cceptance criteria.

At this point it should be noted that for both trials the lower
AC2 of the total measurements comparing with the one of the

able 2
alidation metrics for the mean concentration of trial MUST-T11 and MUST-T12. The
esults have been grouped in near ground measurements and total measurements.

MUST T-11 Near ground
measurements

Total

FAC2 0.60 0.48
NMSE 0.35 0.69
FB −0.08 −0.24

MUST T-12 Near ground
measurements

Total

FAC2 0.89 0.70
NMSE 0.33 0.42
FB −0.22 −0.19
Fig. 7. Comparison of the arc-maximum concentration standard deviation between
MUST observations and ADREA predictions (Case 1, Case 2) on four monitoring arcs
(32 m, 63 m, 93.5 m and 124 m) for (a) Trial 11 and (b) Trial 12.
ground measurements suggests that in the elevated sensors the
results show larger discrepancies. Preliminary sensitivity studies
have shown that one important factor for such discrepancies seems
to be the absence of input vertical wind into the model. The data

Table 3
Validation metrics for the concentration standard deviation of trials MUST-T11 and
MUST T-12. The results have been grouped in near ground measurements and total
measurements.

Near ground measurements

FB NMSE FAC2

Trial 11 (Case1/Case2) 0.21/−0.41 0.22/1.23 0.63/0.60
Trial 12 (Case1/Case2) 0.075/−0.30 0.088/0.35 0.82/0.67

Total

FB NMSE FAC2

Trial 11 (Case1/Case2) −0.33/−1.11 1.39/7.63 0.59/0.38
Trial 12 (Case1/Case2) −0.35/−0.933 1.20/4.71 0.76/0.48
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ig. 8. Horizontal profiles of the concentration standard deviation of MUST observa
nd 124 m) for (a) Trial 11 and (b) Trial 12.
ere not enough to provide large scale vertical wind input to the
resent local scale model. Vertical winds seem to be a likely cause
or the trend presented in Fig. 6 i.e. from average concentration
verestimation at the shortest distance from release point to under-
stimation at the largest distance. A detailed analysis of the data
and ADREA predictions (Case 1, Case 2) on four horizontal lines (32 m, 63 m, 93.5 m
has not presented any sensitivity/effect from the pollutant inlet
model.

As a conclusion for the mean concentration, the model predicts
very well the observations especially for the near ground measure-
ments where the human exposure is more direct.
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ig. 9. Comparison of peak dosages (�� = 0.02 s) for (a) Trial 11 and (b) Trial 12. Th
odel (Case 1).

.1.4. Concentration standard deviation
For the model validation purposes, two computational cases

ave been performed as follows:

Case 1: The concentration time scale Tc depends on the pollutant
travel time (Eq. (13)).
Case 2: The time scales are pollutant travel time independent and
well mixed conditions are assumed.

Fig. 7a and b displays the scatter plots for the arc-maximum
oncentration standard deviation for both trials. From the figures it
s obvious that Case 1 shows better performance than Case 2 near
he source as expected.

This ascertainment is strengthened also by Fig. 8a and b which
isplays the horizontal profiles of the concentration standard devi-
tion for both trials. From the figures it is clear that at the first
nd the second horizontal lines which are closest to the source the
redictions of the travel time dependent model are in better agree-
ent with the observations than the corresponding independent

ne.
The validation metrics for the concentration standard deviation

re presented in Table 3. The results have been grouped in a similar
ay as the mean concentration results (i.e. near ground and total
easurements). The number of data for each group is the same

s the mean concentration. In this point it should be noticed that

here are no guidelines that specify quality acceptance criteria for
he metrics of the concentration standard deviation. Due to the fact
hat the fluctuations exhibited in the time series of measured con-
entrations are often at least of the same order of magnitude as the
ean concentration, the same state-of-art values can be used to

ig. 10. Comparison of peak dosages (�� = 0.02 s) for (a) Trial 11 and (b) Trial 12. The mod
oncentration mean and variance while the time integral scale has been obtained by the
eled peak dosages have been estimated utilizing Eq. (7) as obtained by the present

validate the model. For the near ground measurements it is obvi-
ous that the FAC2 of Cases 1 and 2 is comparable for Trial 11 (63.3%
and 60% respectively), while Case 1 presents a higher FAC2 for Trial
12 (82%) than Case 2 (67%). Also the FB values (Trial 11: 0.21, Trial
12: 0.075) indicate that Case 1 underpredicts the near ground mea-
surements and this was also obvious in Fig. 8. Case 1 gives lower
values for the NMSE than Case 2 indicating a smaller scatter in the
data. Totally for all the measurements Case 1 predicts better the
observations than Case 2 as expected by giving higher values for
the FAC2 and smaller values for the NMSE and the FB. It is obvious
also that the metrics of Case 1 fulfil the quality acceptance crite-
ria for all measurements, except the FB of the total measurements
which is slightly higher than the limit (Trial 11: 0.33, Trial 12: 0.35,
limit: 0.3).

As a conclusion for the concentration standard deviation, the
travel time dependent model shows in general better behaviour
than the corresponding travel time independent one especially
near the source. The lower predicted values of Case 1 compared
to Case 2 is based on the fact that the travel time dependent dissi-
pation time scale causes a higher decay of concentration standard
deviation near the source. This has a local as well as downstream
effect due to convection. Vertical winds are also an important fac-
tor for the trend presented in Fig. 7 as has been explained also in
Section 3.1.3.
3.1.5. Individual exposure
Modeled peak dosages have been estimated for the time inter-

val �� = 0.02 s (the time resolution for most of the measurements)
utilizing Eq. (1) as obtained by the present model (Case 1). The
experimental values have been derived by selecting the peak value

eled peak dosages have been estimated by applying Eq. (7) using the experimental
model.
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rom the concentration time series integrals over time increments
�. The results for both trials are shown in Fig. 9.
Both trials have very good FAC2 (Trial 11: 55.7%, Trial 12: 64%)

nd FAC5 (factor of five of observations) (Trial 11: 76.9%, Trial 12:
8%). The discrepancies for both trials seem to come mainly from
he errors in estimating the concentration mean and variance. This
ecomes more clear in Fig. 10. In this case the modeled peak dosages
ave been estimated by applying Eq. (1) using the experimental
oncentration mean and variance while the time integral scale has
een obtained by the model. In this case all the predicted dosages
re nearly inside the factor of two of observations (Trial 11: 84.61%,
rial 12: 90%) supporting further the validity of Bartzis et al. [1]
odel to predict peak dosages within a factor of two.

. Conclusions

A new approach is introduced in air dispersion modelling from
oint sources utilizing CFD RANS modelling able to predict not only
ean concentration but also concentration variance and individual

xposure in short time intervals.
The key elements of this approach is:

The new model for autocorrelation and dissipation turbulent time
scales prediction (Eqs. (14) and (15)).
The dependence of concentration time scales on pollutant travel
time in the near source region (Eq. (13)).
The estimation of pollutant travel time based on the so called
‘radioactive tracer method’ (Eq. (18)).

Two trials in neutral conditions from the MUST experiment
complex terrain) [34,35] have been considered for model valida-
ion.

The present model gives in general good results especially for
he near ground measurements where the human exposure is more
irect. In fact the calculated validation metrics of the present model
ulfil well the COST 732 quality assurance criteria.

The predictions of the concentration standard deviation are
etter in case of the travel time dependent model than the cor-
esponding independent one especially near the source where the
ravel time effect is stronger.

Finally, the implementation of the empirical model Bartzis et al.
1] into the present RANS CFD model to estimate short time maxi-

um exposure gives satisfactory results strengthening further the
alidity of this model.

It should be noted that the ‘radioactive tracer method’ has been
mplemented successfully for the MUST case, which is consid-
red as moderately complex terrain. Applications of the present
ethodology in more complex urban configurations need to be

tudied in the future.
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